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Abstract: In this paper, we introduce a new subclass Sg%sj () of certain analytic
functions defined by a differential operator. A majorization problem for functions
belonging to class S7%" () is considered. Moreover we point out some consequences
of our main result. As well as using principal of subordination, we obtain inclusion
properties of certain subclasses of analytic functions defined using that differential
operator and inclusion properties of these classes involving the generalized integral

operator.
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1. Introduction
Let A, denote the class of functions of the form

flz) =2+ Z a,z" (peN:=1,23,--") (1.1)

n=p+1
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which are analytic and p- valent in the open unit disk U = {z z€C,|z| < 1}.
For functions f(z) = 2P + Z a,z" and g(z) = 2P + Z b,z" in the class A,

n=p+1 n=p+1
the modified Hadamard Product (or convolution) is defined as follows.

(f*xg)(z) =2+ Zanbz zeU. (1.2)
n=p+1
For ; € C(i = 1,2,---,0) and 5; € C—{0,—-1,-2,---} (i = 1,2,--- ,m), con-
sider the hypergeometric function F,(ay, a9, , ;01,82 , Bm) defined by
the series

o, g, aq; Bry Bay oy Bra) = Z ((gll)):((;f)ln (01) Z—T,L (1.3)

(I <m+1;1,meN),
where (a), is the Pochhammer symbol defined by

(a)n:W:a(a—i—l)(a—i—%---(a%—n—l) for neN

and it is 1 for n=0.
Corresponding to the function

hp(a17a2a e ,041;51,62, e 757717 Z) = 2P lFm(a17a27 e aal;ﬁlaBQa e 7/8771)7
the Dziok-Srivastava operator [8], H]l)’m(al, ag, -y ap; By, Pa, o, Bm) 1s defined by

Hll)l'm‘(ahaQa"' aal;ﬁlaﬁQa"' 7B7R)f( ): h ((X1,0¢2,"' al;ﬁlvﬁ?f" aﬁmaz) *f(Z)

= 2 0‘1 np(@2)n—p- - ()n—p 2" (1.4)
" Z Jn—p(B2)n—p -+ (Bm)n—p (n = p)!"

n= p+1

To make the notation simple, we write,

Hzlg’m(ah B)f(z) = H,la’m(al, Qg 00 By Bay e B f(2).

Now on the lines of C. Selvaraj and K. R. Karthikeyan [16], we have defined the
generalized differential operator D" (aq, 1) on f(z) € A, as

Im,a,8

Dﬁf{z,ﬁ(al,ﬁl)ﬂz) = (H;l{m(al, 51)1”(2))(11)’
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Dy slans B f(z) = (ﬁ) (Hy™ (o, B1)f (=)
L p I,m a - (g+1)
+(a+<p_q>5> (H™ (0, B1) £(2))

and
DIt (o, Bi) f(2) = DI s(DPE 2 (an, 1) f(2)),

where ¢,s € Ng = NU {0} with ¢ < p, 8 > 0 and « is a real number with
a+(p—q)B>0.
If f(z) € A,, then we have

D‘llj’y%fa,ﬁ(alaﬁl)f(z) = (p f q)'
(

= al)n*P(OZZ)n*p e (al)n*;n n! o+ B(TL - C]) ’ anz" "1
" :Z (B { ]

n—p /BQ)n—p"'(ﬁm)n—p (n_Q)! O‘+B(p_Q) (n—p)!'
(1.5)

It can be seen that, by specializing the parameters the operator Dj;"" s(au, f1)

reduces to many known and new integral and differential operators. In particular,
when ¢ = 0 and s = 0, it reduces to well known Dziok-Srivastava operator [8], for

=m+4+1l,a; = 1,a0 = 1,3 = Bo,-++ ,y = B, and ¢ = 0 reduces to operator
defined by Swamy [17] and for a = 0,l=m+ 1,1 = 1,y = f1,a3 = Pa, ...,y =
Bm and a,’s are negative real numbers, it reduces to operator introduced by Aouf
([2],[3]). Further we remark that, when ¢ = 0 and choose A such that, § = % and

a = 1 — )\ then we an operator introduced by C.Selvaraj and K. R. Karthikeyan
[16].
It can be easily verified from (1.5) that

[+ B(p — I DEE S0, Br) f(2) = aDPLe S(an, Br) f(2) + B2 (Df’,’,i’l,g(@l, 51)f(2)>/ , (1.6)

z (Dm’;ﬁ(ah 51)]"(2))/ = a1 D, slan +1,81) f(2) — (a1 = p+ @) D, slan, Bi) f(2) (1.7)
and

LDyt s, BL) f(2) = = (Dfif{fa,g(@l, S+ 1)f(2)) + (81 —p+ @)D slan, B+ 1) f(2).
(1.8)
If f and g are analytic in U, we say that f is subordinate to g, written f < g,
if there exists a Schwarz function w(z), which is analytic in U with w(0) = 0 and
lw(z)| < 1, for all z € U. Furthermore, if the function g is univalent in U, then we
have the following equivalence(See [5], [12], [13]).

f =g« f(0)=yg(0), f(U) C g(U). (1.9)
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Suppose that the functions f(z) and g(z) are analytic in the open disk U. Then
we say that the function f(z) is majorized by g(z) in U (see [5]) and write

f(z) <<g(z) (z€0), (1.10)

if there exist a function ¢(z), analytic in U such that

[p(2)] <1 and  f(2) = ¢(2)9(z) (2 € ).

For instance, f(z) = 1% and g(z) = % are both univalent functions on U. If

we define ¢(z) = % on U then it is analytic on U, [¢(z)] < 1 (z € U) and

f(z) = ¢(2)g(z). Hence, we get f << g.

The majorization (1.10) is closely related to the concept of quasi-suordination
between analytic functions in U.
Using the operator D}, s(cu1, B1), we now define the following class of p-valent
analytic functions.

Definition 1.1. A function f(z) € A, is said to be in the class S§%%(7y) of p-valent
functions of complex order v # 0 in U if and only if

D,q,5 (3+1)
Red1+ L # (Dimias(on, )/ () — —p+q+j|p>0 (1.11)
1\ (DR slon, B f(2)) Y

(2 €Uip,g e Njg <p;s,j € No; v € C—{0} 28y — (a+ B(p—q)| <[a+B(p—9)).

It can be seen that, by specializing the parameters the class SZ’%’SJ.(V) reduces to

many known subclasses of analytic functions. In particular, whenp=1,¢=0,s =

0,j =0,010 = f1,02 = 1,1 = 2 and m = 1 the class S{}"(7) reduces to S(7), the

class of starlike functions of order v # 0 in U and when p = 1,¢ = 0,s = 0,5 =
Lay = Bi,a = 1,1 = 2 and m = 1, the class S{%%(7) reduces to K(v), the class
of convex functions of order v # 0 in U. These classes were considered by M. A.
Nasr and M. K. Aouf [13] and P. Wiatrowaski [18]. Further we note that, when
y=1—a,p=1,¢=0,5s=0,7 =0, = 1,9 = 1,1 = 2 and m = 1, the class
SPD5 () reduces to §*(«), the class of starlike functions of order a in U.

a,B,j
Making use of the principle of subordination between analytic functions and

on the lines of S. R. Swamy [17], we introduce the subclasses S.%° (a1, B1;7; ¢),

ng%’s(oq, 61, m; Qb) and CZ:%’S(O‘h ﬂla m, p; ¢7 90) as follows.

For ¢,0 € A,p € N ¢q,s € Ng,q < p,f > 0 and « is a real number such that,
at+(p—¢)8>0,0<n<p-—gand0<p<p-—gq,

, 1 2(Dyhe, slaa, Br) f(2))
Se (a1, Brim; @) = {f €A, p— ( Dfl’,;i’;j(al,ﬁl)f(z) - n) < ¢(2),2 € U} ;
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DS o) — 1 2(Dps, 50, BF(2))"
Ka,ﬁ (a1,B13m;0) = {f cA,: p— (1 + (fo{;ﬁ(ahﬁl)f(z))' n| <¢(2),z€U

and

1 2(Dpe, slaa, 1) f(2))
Cp’q’s ) 315 Py @y = €A,: 7m’§a1 - =< EAS U
a,f (al Bl n,p ¢ SD) {f P p—q—p < Dﬁfﬁ:"a,ﬁ(ahﬁl)g(z) P QP(Z) z

where g € SU%% (au, Bi;m; @)
We also note that,

f(2) € KYE(ou, Biim; 6) & %(Zq) € Sh%(an, Bism; d). (1.12)

In particular, we set

1+ Az

S (al’ﬁl;n; m) = S04 (a0, frm A B),-1<B<A<1  (L13)

and

14+ Az

KYG (041751;77; m) = K5 (o, Bism; A, B), -1 < B<A<L1.  (L.14)

In section 2, some preliminary results are mentioned. In section 3, we discuss
majorization problems for class Sg%‘; () and its subclasses. In section 4, we prove
inclusion properties of above mentioned classes and in section 5, we study inclusion

properties of above classes involving generalized Libera integral operator.

2. Preliminary Lemmas

The following lemmas will be required in our investigation.

Lemma 2.1. ([6]) Let ¢ be convez, univalent in U with ¢(0) =1 and Re(kp(z) +
v) > 0,k,v € C. If p(z) is analytic in U with p(0) = 1, then

2/ (2) Ny
o)+ 2 <o), €V
implies p(z) < ¢(z), (z € U).

Lemma 2.2. ([12]) Let ¢ be convez, univalent in U and w be analytic in U with
Re(w(z)) > 0. If p(z) is analytic in U with p(0) = ¢(0), then

p(z) + w(2)zp'(2) < ¢(2), (2 € V)
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implies p(z) < ¢(z), (z € U).

3. Majorization Problem for the Class SZ%‘; ()

Theorem 3.1. Let the function f(z) be in the class A, and suppose that g(z) €
e (0. If (Df, 50, 1) f(2)9) ds majorized by (Dfyi, s(on, B)g(2)? in U
for j € Ny, then

|(Diﬂf;é(a1,ﬁl)f(z))(j)| < |(Df}%,soj,ré(041,51)9(2))@‘ (3.1)

for |z| <7y, where

k— k2 —4(a+B(p—q)) 1287 — (a+ Blp —q))]
2128y — (a+ Bp—q))|

where k =26+ [a+B(p—q)]+(287 — (e + Bp —q))|,p €N, q,s € No,qg <p,7 €
C—{0},8 >0 and « is a real number such that, « + (p — q)8 > 0.
Proof. Let

= 7“1(0[,B,’7,p, Q) = ) (32)

s 41
1 (Z (Df;?{,a,ﬁ(&lvﬁl>g(z>)(]+ )
fy

h =14+ — y - ] 3.3
=T o e e p””) )

(P €N:q,5,5 € Noip—q > jiv € C—{0}).
Since g(z) € S¥%°(v) , we have Re(h(z)) > 0(z € U) and

a7ﬂ7j
1 4w(z)

h(z) = 1_—11)(2),

(w e P), (3.4)

where P denotes the well known class of bounded analytic functions in U, which
satisfies the conditions (cf. [7]) w(0) = 0 and |w(2)| < |z| (z € U).
It follows from (3.3) and (3.4) that

,q,8 (G+1) . .
2 (Dimas(0:8)9(2) "7 p—g—j+ 2y —p+a+iw(z)

: (3.5)
(DP2* (. Br)g(2)) Y 1 —w(z)
In view of
. s () R (G+1)
(a+ 87) (D (e, 801(2)) 4+ Bz (DR, slen, B F(2)) 5o

= o+ 80— o)l (DF5s on, B))
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(3.5) immediately yields the following inequality:

(Dr st pa) | < il )]

et G
gy iy o e ] | R CNEIO) M

3.7)
Since (DP'2" J(ay, B1)f(2))9) is majorized by (D2* (ay, f1)g(2))Y) in U, there
exist an analytic function ¢(z) such that
(Dpslan, B1) F()9 = () (DI, s, Bi)g(2)) (3.8)
and |p(z)| <1 (2 € U). Thus we have

2(DPES S0, B1) f(2)9TY = 29/ (2)(DIE®, S(an, B1)g(2))P) + 20(2) (DPE2 s(a, Br)g(2)) V.

(3.9)
Using (3.6) in above equation, we get
DF e 0N = B, 5)g()D + ol D a2,
(3.10)
Noting that o(z) satisfies (cf. [14])
, 1 — |p(2)]?
¥(2)] < 1_‘—‘<Z|2)| (z € ). (3.11)
We see that 4
(Db, B0 ()Y (3.12)
Blal(1 — lo()?) 1 et .
<P+ G o e BT T P e o)

_[=Brp*+[a+8p—q) 26y —(a+B(p—q)lr|0d —r)p+ Br Pt NG
R e F A ot e s

- O(p) bt )
[a+B8(p—q) =287 — (a+Bp—q)|r](1—7) ’(Dz,m,a,g( 1,81)9(2)) ‘

(|z] = r,|¢(2)| = p), where the function ©(p) defined by

O(p) = —Brp’+[a+B(p—q) — 267 —(a+B(p—q)|lr](1=r)p+Br (0<p<1)

takes the maximum value at p = 1 with r; = r1(«, 5,7, p,q) given by (3.2). Fur-
thermore, if 0 < o < (v, 8,7, p, q) where ri(a, 8,7, p, q) given by (3.2), then the
function

®(p) = —Bop® + o+ B(p — q) — 287 — (a+ B(p — @)lo](1 — 0)p + Bo
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increases in the interval 0 < p <1, so that ®(p) dose not exceed

o(1) =[a+pBp—q —126v—(a+Bp-a)lol1-0) (0<0<r(ap,7,p.9).
Therefore, from this fact, (3.12) gives inequality (3.1).
As a special case of theorem (3.1), when p=1, q=0 and j=0, we have

Corollary 3.2. Let the function f(z) € A be analytic and univalent in the open
unit disk U and suppose that g(z) € S;%%(v) If (Di;?;;ﬁ(al, B1)f(2)) is majorized
by (D% s(an, B1)g(2)) in U, then

l,m,a,8

’(Dllr(r)LS;ﬁl(O‘l;Bl)f(z)” < |(Dzl,}?{,jgl(041,51>9(2)>‘ (3.13)

for |z| < rqy, where

k— k2 — Ao+ B) 28y — (a + B)]
2(26v — (a+ B)| ’

where k =30+ a+ 267 — (a+ B)|,s € Ng,y € C—{0},8 > 0 and « is a real
number such that, o + 3 > 0.

Further putting a = 0,6 = 1,s = 0, = 2,m = 1,a; = (1 and ay = 1 in
corollary 3.2, we get

o i=

(3.14)

Corollary 3.3. [1] Let the function f(z) € A be analytic and univalent in the open
unit disk U and suppose that g(z) € S(). If f(2) is majorized by g(z) in U, then

@I <19 forlz| <rs, (3.15)

where

342y -1 - \/9+2|27—1|+|27—1|2

1
22y — 1] (3.16)

For v = 1, corollary 3.3 reduces to the following result.

Corollary 3.4. [10] Let the function f(z) € A be analytic and univalent in the
open unit disk U and suppose that g(z) € S* = S*(0). If f(z) is majorized by g(z)
i U, then

[FI<1g'(2)] forlzl <2 - V3. (3.17)

4. Inclusion Properties Involving the Operator D})'" (a1, (1)
Unless otherwise mentioned we shall assume that p € N, ¢, s € Ng,p > ¢, >
0, v is a real number such that a +(p—¢)8 >0,0<n<p—q,0<p<p—q,a; €
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C(j=1,2,---,l)and B; e C—{0,—-1,-2,---} (j =1,2,--- ,m).
Theorem 4.1. Let f € A, and let ¢ € A with Re((p —q —n)é(2) +n+ 5) > 0,

Re((p—q—n)¢(z)+n—p+q+a1) >0, Re((p—q—n)¢(2) +n—p+q+pi) >0
and 8 > 0. Then

SPE T o, Brim; ¢) C SEG (0, B s 9),

SPE (ag + 1, Bryms 6) € SEG (au, B ©)
and
ey (a1, Brim; 9) € Sg5" (e, By + 1im; 6).

Proof. To prove the first part of Theorem 4.1, let f € Sg”%’sﬂ(ozl, B1;m; ¢) and set

p(z) = 1 Z<Dif{ix,5(0¢17 Bi)f(2)) — (4.1)
p—q—n\ D} slar, Bi)f(2) ’ '
where p(z) is analytic in U and p(0) = 1.
Form (1.6) and (4.1), we get,
Dpi(on, B) f(2)
m,oB !
a+ — - = —q— z) +a+ Bn. 4.2
[a+ B(p — q)] DFe" (o B (2) Bp—q—n)p(z) Bn (4.2)
By using the logarithmic differentiation on both sides of (3.2), we have,
1 2(DPE i (an, Br) f(2)) zp/(z
;’,q,;#f —n | =p(2)+ (2) —. (4.3)
p—q—n\ DPli(ar, 51)f(2) (p—q—np(z) +n+ 5

Applying Lemma(2.1) to equation (4.3), it follows that p(z) < ¢(2) in U, that is,
feSyE (o, Bism; @)
To prove the second inclusion relationship asserted by the Theorem (4.1), let
fesyE (an+1,81i5m; ).

Assuming the same function p(z) given in (4.1) and by using arguments similar to
those detailed above with (1.7), it follows that p(z) < ¢(2) in U, that is,

f e SEE (an, Bism; @)



54 South FEast Asian J. of Mathematics and Mathematical Sciences

To prove the third inclusion relationship asserted by the Theorem (4.1), let

f e SEE (au, Bism; d).

Assuming the function

o) 1 <z<Dl,;1;,a,5<a1,51 +1)f(z)) n)

Cp—q—n Dy, slan, B+ 1) f(2)

and by using arguments similar to those detailed above with (1.8), it follows that
p(z) < ¢(z) in U, that is,

fe skt (an, B+ 1;m; ),

which completes the proof of the Theorem (4.1).

Theorem 4.2. Let f € A, and let ¢ € A with Re((p —q —n)é(2) +n+ §) > 0,

Re((p—q—mé(z)+n—p+q+ta) >0, Re((p—q—n)p(z) +n—p+q+51) >0
and B > 0. Then

Kg’,%’sﬂ(abﬁl; n;¢) C KL5 (o, Bism; 6),

KL% (an + 1, Bism; ) C KEE (au, Bism; 6)
and

K35 (oa, Biim; @) € KL§ (an, B+ 155 9).
Proof. Applying (1.12) and Theorem (4.1), we conclude that

zf!

zf s
P SE% (au, Brsm; d)

& fe KU (o, Biim; ¢).

f e Koy, Biin; ¢) =

€ Sz’,%’sﬂ(oéuﬁl; n;¢) C SuE (o, Bi;m; ¢)

=

Now

z2f
zf!
pP—q

[ €KY (an+1,B1i5m;6) = € Se (on +1, Bim; ¢) C Sg5° (e, Buim; )

=

€ S5 (au, Bism; @)
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& fe K5 (o, Bum; 8).
And

zf!

Zf/ P,q,S
P SEG (o, B+ 15m; 9)

& [ e KB (o, B+ 1;m50).

Taking ¢(z) = ifB‘z, —1<B<A<1;z€U, in Theorem (4.1) and Theorem

(4.2), we have the following corollary.
Corollary 4.3. Let f € A,. Then SZ:"B’SJ“l(al,ﬁl;n;A, B) C Sy (au, Biym; A, B),
Ses (on+ 1, Bum A, B) C SO (an, By A, B), So5° (on, Bismy A, B) C 555
(Oéla 61 + 1) n; A7 B)7 Kg:%’sﬂ (ala ﬂl; m; A7 B) C Kg:%s (ala 617 3 A7 B)7 ng%’s (Oél +
L Bism A, B) C K28 (ou, Biym; A, B) and K% (eu, Biym; A, B) € K2% (aa, i+
Lin; A, B).

By using Lemma 2.2, we obtain the following inclusion relation for the class
CZZ%S(O‘M Bla 1, P; ¢7 90)
Theorem 4.4. Let f € A, and let ¢, € A with Re((p—q—mn)¢(2) +n+ F) > 0,

Re((p—q—n)¢(2)+n—p+q+a) >0, Re((p—q—n)o(2) +n—p+q+p1) >0
and 3 > 0. Then

fe Ky (an, Bisn; d) = € Sas (ar, Biim; @) C S35 (an, B+ 15 9)

=

C'g:%vs(al + 1’ 617 n, p; ¢, 90) C ng%’s(ala 517 n, p; ¢7 90)7

ng%’s(ahﬁl; 1, P; Cb, 90) - Cg:%,s(alﬁ 61 + 1a 1, P; Cb, 90)

and
Cof™ au, Bun, pi 6 p) € CL (o, Brim, 3 6,0).

Proof. We begin by proving that,
Cg:%s(al + 17 Blv m, P; d)) 90) C ngtgs(ala 51? 7, P; ¢7 90)

Let f € CL%°(on + 1,B15m, p5¢, ), then by definition, there exists a function
g € SY% (ar + 1, B1;m; ¢) such that,

1 2(DPEs s(an + 1, 81) f(2))
p—q—p\ DL slar+1,61)9(2)

l7m7a76

—p) < p(2),z € U.



56 South FEast Asian J. of Mathematics and Mathematical Sciences

Now, let
p(2) = 1 Z(Dﬁ}%’l,g(alw@ﬁf@))/ ) (4.4)
p—q—p \ Dinaslar,B1)g(z) 7 '

where p(z) is analytic in U with p(0) = 1.
Using (1.7), we have

Oélfo{;,g(Oél +1,81)f(2) = (a1 —p+ Q)Dﬁ}%’;,g(ahﬁl)f(z) (4.5)

+p(2) (0 — g = p) + pIDV5 s, Br)g (2).

Differentiating (4.5) with respect to z and multiplying by z, we get

arz(DP, s(an +1,81)f(2)) = (a1 —p + @)2(D])", s, B1) f(2)) (4.6)

+p(2)(p = q = p) + pl2(D] 5, s, B1)g(2)) + (0 — g = p)zp(2) D%, s(ea, Br)g(2).
Since g € S5%”(a1+1, B1;7m; ¢), then by theorem 4.1, we have g € SE%" (o, Br; 15 ¢).

Let s /
W) = 1 (Z(Dl,m,a,g(al,ﬂl)g(z)) _ 77) .

B p—q—n D%{;,ﬁ(@l? B1)g(z)

(4.7)

Applying (1.7) again, we get,
a1 D s(an+1, Bi)g(2) = [(p—q—n)h(z)+n+ar—p+qDyn”, s(ar, Bi)g(z). (4.8)
From (4.6) and (4.8), we have

1 (Z(Df,f;,l,g(al +1,61)f(2) 2p'(2)

- —p| =p)+ ,zeU.
P—a—n) \ Diphslar+1,8)9(2) ) =) (P—g—mh(z)+n+a1—p+g

(4.9)

! and applying Lemma 2.2, we can show

(p—g—m)h(z)+n+a1—p+g

f € ng%s(ala Bl) 1, P; Cb, 90)

For the second and third inclusion relationships asserted by the Theorem, using
arguments similar to those detailed above with equation (1.8) and (1.6) respectively,
we obtain,

So by taking w(z) =
that p < ¢, so that

Cos(, Bsm, pi 6 p) © CLF" (s B+ 15, 93 6, 0)
and
Chg™ an, Buin, p; .9) © CEE (cn, By, p3 6, 0)-
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5. Inclusion Properties Involving the Integral Operator F),.
In this section we consider the generalized Libra integral operator F,. (see [4],
9] and [15]), defined by

_c+p
ZC

Fpe(f)(2)

/OZ tH (), (e > —p; f € Ay). (5.1)

Theorem 5.1. Let ¢ > —p and let ¢ € A with Re((p—q—n)¢(z) +n+c—q) > 0.

If f € 824 (ar, Biim; @), then Fyo(f) € SP% (o, Bis ;).
Proof. Let f € ng’ﬁ’s(ozl,ﬁl;n; @) and set

L1 (A 8RN
p—a— 0\ Dptslon BN )

p(2)

where p(z) is analytic in U with p(0) = 1. From (5.1), we have

2(Df plons BU)Fy o(f)(2))" = (e + p)DPs, s(on, B1) f(2) = (e = @) DY, sloa, Bl)Fp,c(f)((Z)-)
5.3

From (5.2) and (5.3), we get

(c+p)Drke, slan, 1) f(2)
Dpe, slan, B1) Fpe(f)(2)

=(@—q—npz)+n+c—q. (5.4)

Differentiating (5.4) logarithmically with respect to z, we obtain

1 2(Dpwe, slaa, Bi) f(2)) I zp'(2)
pP—q—n ( Dyt slaa, 1) f(2) n) =pla) + (p—gq—mp(z) +n+c—q
(5.5)

Applying Lemma 2.1 to (5.5), we conclude that F},.(f) € Sy (au, Bi; 15 ¢).
Similarly applying (1.12) and Theorem 5.1, we have the following result.

Theorem 5.2. Let ¢ > —p and let ¢ € A with Re((p—q—n)o(z) +n+c—q) > 0.

If fe KU (an, Bi;m; @) then Fyo(f) € KL§ (an, By m; ¢).
From Theorem 5.1 and Theorem 5.2, we have the following corollary.

Corollary 5.3. Let f € A, -1 < B<A<1andc>—p. If feSLY (o, By
n; A, B) (or KL% (on, Bism; A, B)) then F,o(f) € SEE° (an, Bisn; A, B) (or K1
(a1, Bis m; A, B)).

Theorem 5.4. Let ¢ > —p and let ¢, € A with Re((p—q—n)o(z)+n+c—q) > 0.
If f € CT (an, Bism, p; ¢, ), then F, (f) € CL%*(au, Bisn, p; &, 0).
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Proof. Let f € CU%°(au, B1;m, p; ¢, ), then by definition, there exists a function
g€ Sg:%s(ala 517 7 ¢) such thata

1 Z(Dzz:}?{;,g(ab B)f(2))
p—q—p\ D slar, B1)g(2)

We set,

p\z) = 5
=) p—q—p\ D slan, B1)Fpe(9)(2)

where p is analytic in U with p(0) = 1.
Using (5.3) and (5.6), we obtain

(c+p) Dy slan, Bi) f(2) = (¢ — @) D, sl Bu) Fype(f)(2)
+p(2)(p —a—p) + plDiws, sl Br) Fpe(9)(2).

1 <Z(D§f;?;fa,5(a1, P Fpe(f)(2) p)

Then by simple calculations, we get

(c+p)z(Ds, slan, B1)f(2)) = (¢ — @) z(Di5, s(a, B1) Fpe(f)(2)) + [p(2)(p — ¢
—p) +plz(D0E s(an, B1)Fpe(9)(2)) + 20/ (2)(p — q — p) DI, s(an, B1) Fpe(9)(2).

(5.7)
Since g € S35 (au, B1;1; ¢), we have from Theorem 5.1, that
Fpe(g9) € 555 (an, Brim; ).
Set,
o1 <z<D?i;%’fa7ﬁ<a1,51>Fp,c<g><z>>' ) n) e
p—q—n\ Diyslan,B)F,c(9)(2)
That is

2(Dpas(@1; 1) Fpe(9)(2)
D (s B1) Fpe(9)(2)

Applying (5.3), we get

(c+p)Dpws, slar, B1)g(2) = [h(2)(p — g —n) + 1+ c— gDy, s(an, 1) E,e(9)(2).
5.9
By (5.7) and (5.9), we get, 59

R G N IC ) N S ()
p=a=r\ DinaplarB)(z) 7)) hz)p—a—m)+n+c—q
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The remaining part of the proof is similar to that of Theorem 4.4 and so we omit

it.
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